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Background and motivation

■ Need quick lookups of adjacency information for any given vertex. For 
example:
– Given an individual, find friends in social network graph
– Given a search term, find documents in inverted index

■ These graphs are huge. Compression fits bigger graphs into memory 
on fewer machines

■ Prior work has shown reordering vertices according to community 
structure improves compression.

■ Compression has a well-developed theory (information theory)



diffs

Graph reordering improves compression

1 → (408, 10214, 18422, 352225)
2 → (34, 408, 2243, 90899, 99244, 106888)
3 → (9842, 10332, 13248)

1 → (408, +9806, +18422, +333803)
2 → (34, +374, +1835, +88656, +8345, +7644)
3 → (9842, +1390, +2916)

1 → (4, 16662, 16664, 16940)
2 → (4, 770, 775, 11032, 11096, 11114)
3 → (80422, 85430, 85445)

1 → (4, +16658, +2, +276)
2 → (4, +776, +1, +10257, +64, +18)
3 → (80422, +5008, +15)

Small diffs compress well
with variable-length codes

diffs

reorder



Prior theory of graph reordering

■ Given a graph G = (V, E)

■ find a reordering π : V → {1, 2, 3, … , |V|} according to
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Prior theory of graph reordering

■ Given a graph G = (V, E)

■ find a reordering π : V → {1, 2, 3, … , |V|} according to

argmin
'
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Minimum linear arrangement (MLA) problem
Previously known to be NP-hard

and APX-hard under Unique Games Conjecture



Prior theory of graph reordering
for compression
■ Given a graph G = (V, E)

■ find a reordering π : V → {1, 2, 3, … , |V|} according to

argmin
'
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Minimum logarithmic arrangement (MLogA) problem
Previously known to be NP-hard

Solutions are different than those of MLA



New theory of graph reordering
for compression
■ Given a graph G = (V, E)

■ find a reordering π : V → {1, 2, 3, … , |V|} according to

argmin
'

(
)∈+

(
,-.

/0123.
log 6 7),,9. − 6 7),,

Minimum logarithmic gap arrangement (MLogGapA) problem
proven in this paper to be NP-hard



New theory of graph and index 
reordering for compression
■ Given a graph G = (Q∪D, E)

■ find a reordering π : D → {1, 2, 3, … , |D|} according to
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Bipartite minimum logarithmic arrangement (BiMLogA) problem
proven in this paper to be NP-hard



Approximation algorithms



Finding a good bisection



Computing the gains of moving a vertex 
between partitions 



Evaluation – Inputs



Evaluation – Graphs



Evaluation – Inverted Indexes



Why does it work?



LogGapA is well-correlated with actual 
compression rates



Visualizing adjacency matrices



Sensitivity studies – Initialization



Sensitivity studies – Recursion depth



Sensitivity studies – Refinement 
iterations



Conclusions

■ Theory of compression and reordering gave rise to more effective 
heuristics for partitioning, resulting in better reorderings for 
compression.

■ Connection between this work and reordering for locality?
– Maybe locality doesn’t care about gap sizes larger than a cache 

block?
■ Can we develop better approximation algorithms?

– Beyond balanced bisections?
■ Optimal algorithms for small graphs?


