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What are Natural Graphs?

Graphs that are derived from natural phenomena

Such as relationships between:
Å People
Å Product
Å Interests
Å Ideas



Power-Law Degree Distribution

Most of natural graphs have skewed power-law degree distribution

Most vertices have relatively few neighbors, while a few have many neighbors



Problem: Hard to Partition

ÅPower-law graphs do not have low-cost balanced cuts

ÅExisting distributed graph computation systems perform poorly 
on power law graphs

Edges spanning multiple processors

ά{ǘŀǊǘ-ƭƛƪŜέ aƻǘƛŦ



High-Level PowerGrpahAbstraction 

ÅSplit High-Degree Vertices
ÅNew abstraction for programming graph computations



How do we program a graph computation?

ÅA user-defined Vertex-Program runs on each vertex

ÅGraph constrains intersctions along edges
ÅUsing messages (Pregel[PODC09])

ÅUsing shared state (GraphLab[VLDB12])



How do we program a graph computation?

ÅA user-defined Vertex-Program runs on each vertex

ÅGraph constrains intersctions along edges
ÅUsing messages (Pregel[PODC09])

ÅUsing shared state (GraphLab[VLDB12])

ÅParallelism: run multiple vertex programs simultaneously
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Example Computation: Social Network 
Popularity



PageRank Algorithm

ÅUpdate ranks in parallel

ÅIterate until convergence



The Pregel [PODC09] Abstraction



The GraphLab[VLDB12]Abstraction



Challenges of High-Degree Vertices

Communication Overhead for High-Degree 
Vertices is the Most Prominent
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Pregel Reduces Fan-In Traffic 
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Sending vertex info from neighbors



Pregel Reduces Fan-in Traffic
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User-defined commutative associative (+) message operation 
allows preprocessing on the local machine with combiners and 

reduces the amount of messages transmitted



Pregel Struggles with Fan-Out
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Fan-In and Fan-Out Performance

ÅPageRank on synthetic Power-law Graphs

combiners help to reduce fan-in traffic



GraphLab Reduces Traffic by Creating 
Ghost Vertices

Machine 2Machine 1

A

B

C

DD

A

B

C

/ǊŜŀǘŜ άDƘƻǎǘ bƻŘŜǎέ ŦƻǊ ǘƘŜ ƴŜƛƎƘōƻǊǎ ƴƻǘ ƻƴ ǘƘŜ ǎŀƳŜ ƳŀŎƘƛƴŜ
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GraphLab Reduces Broadcast Traffic by 
Creating Ghost Vertices
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Updates to vertices under evaluation will be sent to another machine via 
1 message, and the other machine internally performs transfers
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Fan-In and Fan-Out Performance

ÅPageRank on synthetic Power-law Graphs

ÅGraphLab is undirected



Fan-In and Fan-Out Performance

ÅPageRank on synthetic Power-law Graphs

ÅGraphLab is undirected

Pregel and GraphLab are not well suited for natural graphs

ÅChallenges to reduce both the fan-in and fan-out traffic 
for high-degree vertices

ÅLow quality graph partitioning cuts a significant number 
of edges in the graph (contributing to the significant 
traffic between different machines)



PowerGraph ςGAS Decomposition


