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What are Natural Graphs?

Social Media Science Advertising
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Grapihstthataacaldenve drironn stataial phenomena

Such as relationships between:
A People
A Product
A Interests
A Ideas




PowerLaw Degree Distribution

More than 108 vertices

1086_)5/ have one neighbor.
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Most of natural graphs havekewed powerlaw degree distribution

Most vertices have relatively few neighbors, while a few have many neighbors



Problem: Hard to Partition
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Edges spanning multiple processors
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A Powetlaw graphs do not have logost balanced cuts

A Existing distributed graph computation systems perform poorly
on power law graphs



HighlLevelPowerGrpalf\bstraction

Program
For This

Run on This

Machine 1 Machine 2
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A Split HighDegree Vertices
A New abstraction for programming graph computations




How do we program a graph computation?

AA userdefined VertexProgram runs on each vertex

AGraph constrains intersctions along edges
A Using messages (Pregel[PODCO09])
A Using shared state (GraphLab[VLDB12])
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How do we program a graph computation?

AA userdefined VertexProgram runs on each vertex

AGraph constrains intersctions along edges

A Using messages (Pregel[PODCO09])
A Using shared state (GraphLab[VLDB12])

AParallelism: run multiple vertex programs simultaneously
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Example Computation: Social Network
Popularity

Depends on the
popularity their followers

Depends on popularity

ﬂ of her followers
v g

Popular? :
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What s the popularity
of this user?




PageRank Algorithm

Rli{] =015+ Y  wjR[j]
Rank of
user |

AUpdate ranks in parallel
Alterate until convergence

Weighted sum of
neighbors’ ranks




The Pregebobpcosfbstraction

Vertex-Programs interact by sending messages.

Pregel PageRank(i, messages) :
( // Receive all the messages
total = ©
foreach( msg in messages) :
total = total + msg

" // Update the rank of this vertex
R[i] = ©.15 + total

// Send new messages to neighbors
foreach(j in out neighbors[i]) :
Send msg(R[i] * w;;) to vertex j




TheGraphLalp/Lps12Abstraction

Vertex-Programs directly read the neighbors state

GraphLab_PageRank (i)
( // Compute sum over neighbors
total = ©
foreach( j in in _neighbors(i)):
total = total + R[J] * wy;

( // Update the PageRank
R[i] = ©0.15 + total

 // Trigger neighbors to run again
if R[i] not converged then
foreach( j in out neighbors(i)):
signal vertex-program on j




Challenges of Highegree Vertices

ok

Sequentially process Sends many Touches a large Edge meta-data
edges messages fraction of graph too large for single
(Pregel) (GraphlLab) machine
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Asynchronous Execution Synchronous Execution
requires heavy locking (GraphLab) prone to stragglers (Pregel)

Communication Overhead for Higbegree
Vertices Is the Most Prominent



Pregel Reduces FamTraffic

Machine 1 Machine 2

Sending vertex info from neighbors



Pregel Reduces FanTraffic

Machine 1 Machine 2

Userdefined commutative associative (+) message operation
allows preprocessing on the local machine with combiners and
reduces the amount of messages transmitted



Pregel Struggles with F@ut

Machine 1 Machine 2




Fanin and FarOut Performance

APageRank on synthetic Powlaw Graphs

Total Comm. (GB)

combigerg help to reduce fan traffic
1.8 1.9 2 2.1 2.2

Power-Law Constant a

<« More high-degree vertices



GraphLab Reduces Traffic by Creating
Ghost Vertices

Machine 1 Machine 2
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GraphLab Reduces Broadcast Traffic by
Creating Ghost Vertices

Machine 1 Machine 2

Updates to vertices under evaluation will be sent to another machine via
1 message, and the other machine internally performs transfers
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Machine 1 Machine 2



Fanin and FarOut Performance

A PageRank on synthetic Powlaw Graphs
A GraphLab is undirected
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Power-Law Constant alpha

<«— More high-degree vertices
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Pregel and GraphLab are not well suited for natural graph

A Challenges to reduce both the fain and farout traffic
for high-degree vertices

A Low quality graph partitioning cuts a significant number
of edges in the graph (contributing to the significant
traffic between different machines)




PowerGraplg GAS Decomposition



